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WHY PREDICTIVE MAINTENANCE IS IMPORTANT
• Processor over voltage due to EPROM 

mis-program 

• Over voltage caused damaged in the field

Quantify demand in future

• 16k GPU (>$1B system), interrupted 

every 3hrs, 60+% caused by hardware 

failures 

Predict and remove bad component

Tom’s Hardware, The Verge, AnandTech



IOT HARDWARE PREDICTIVE MAINTENANCE 
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CLASSIFIER TRAINING
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Eventlog #n
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PREDICTION MODEL FUNDAMENTALS



CASUAL INFERENCE FOR FEATURE SELECTION

Prediction Windows (𝑿𝒌)𝒕−𝒘𝒌
𝒕
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𝑡 − 𝑤𝑘
𝑡

𝑡 + 𝑡𝑎𝑑𝑣

𝑋1

𝑋𝑘

…

…

…

Predict 𝑌𝑇𝑛 from (𝑿𝒌)𝑻𝒏−𝒕𝒂𝒅𝒗−𝒘𝒌
𝑻𝒏−𝒕𝒂𝒅𝒗  for each feature 𝑿𝒌

• 30% features reduction

• 15% accuracy improvement
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ACTUAL DEPLOYMENT RESULTS

• Unplanned failure rate dropped from P% to P/2%

• Annual replacement cost savings for company

P%

P/2%

~N drives pulled per month with statistical 

approach based on single sensor threshold

~N/10 drives pulled per month with ML

Proactive Removal Results 
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Multiple drive outages before and after ML deployment



• Underlying quality issues still exist

• ML can detect and remove them months ahead of failure

1 year drive failure rate
Q%

Q/2%

Proactive Removal Results 



FAILURE PREDICTION

Decrease in the number of functioning drives, with an overall reduction of ~75%, 

validating the accuracy of our predictive model.



Previous quarter

2 quarters ago

Q1: Number of failed drives 

estimated with 96% 

prediction accuracy

QUANTIFYING QUARTERLY FAILURE
First of quarter prediction

Current quarter

Q2: Number of failed drives 

estimated with 95% 

prediction accuracy



Detection rate

SSD FAILURE PREDICTION

Early stage of deployment

Similar prediction performance like HDD



Long lead time prediction model 

> 6 months before system failure 

Voltage Regulator Failure Prediction

Detection of imminent fail in storage system



NEXT GENERATION INTELLIGENT MANAGEMENT WITH EDGE INFERENCE 
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CONCLUSION

• We have successfully developed and deployed predictive maintenance and 

supply chain management models for difference types of hardware

• Predictive maintenance can improve customer experiences by minimizing 

outages and interruptions at customer sites

• Long term quantity demand prediction also ensure supply chain can manage 

demands in future

• Future work includes inference at the edge and self manage by the platforms 

themselves

• Beyond hardware failure prediction , software and security failure prediction
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