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* 16k GPU (>$1B system), interrupted
every 3hrs, 60+% caused by hardware

failures

Tech Industry > Artificial Intelligence

Faulty Nvidia H100 GPUs and HBM3 memory

caused half of failures during LLama 3
training — one failure every three hours for
Meta's 16,384 GPU training cluster

WEWER By Anton Shilov published July 27, 2024

Component Category Interruption Count % of Interruptions
Faulty GPU GPU 148 30.1%
GPU HBM3 Memory GPU 72 17.2%
Software Bug Dependency 54 12.9%
Network Switch/Cable Network 35 8.4%
Ux'lplanned a1 7.6%
Maintenance
GPU SRAM Memory GPU 4.5%
GPU System Processor GPU 4.1%
NIC Host L.7%
NCCL Watchdog Timeouts Unknown 1.7%
Silent Data Corruption GPU 1.4%
GPU Thermal Interface + Sensor GPU 1.4%
SSD Host g 0.7%
Power Supply Host 3 0.7%
Server Chassis Host 0.5%
1() Expansion Boz Host 0.5%

Host Maintenance

Predict'and remove'bad éempemeni

Table 5 Root-cause categorization of unexpected interruptions during a 54-day period of Llama 3 4058 pre-training. About
78% of unexpected interruptions were attributed to confirmed or suspected hardware issues.
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System Memory Host 0.5%

® Processor over voltage due to EPROM

mis-program

®* Over voltage caused damaged in the field

INTEL / TECH / DESKTOPS

\\ WHY PREDICTIVE MAINTENANCE IS INPORTANT

There is no fix for Intel’s crashing 13th
and 14th Gen CPUs — any damage is
permanent

/ Here are the answers we got
from Intel.

By Sean Hollister, 5 senior editor and founding member of The Verge who covers
‘&pent 16 years editing the ives of CNET, Gzmodo.

Home > CPUs

Update: Intel Extends 13th & 14th Gen Core Retail 1
CPU Warranties By 2 Years In Response to Chip Cominesis
Instability Issues + Add A

Comment
by Ryan Smith on August 6, 2024 7:00 AM EST

Posted in CPUs  Intel 13th Gen Core Raptor Lake 14th Gen Core

Tom’s Hardware, The Verge, AnandTech
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|OT HARDWARE PREDICTIVE MAINTENANCE

Edge tier ’ Platform tierI Enterprise tier
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CASUAL INFERENCE FOR FEATURE SELECTION

Predict Y, from (X

Prediction Wir d:so

30% features reduction
15% accuracy improvement
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Proactive Removal Results

Failure Prediction

# of drives

40 50 60
False Alarm Rate (%)

50 75 100 12% 150 175
Leadtime (day, bin_size=7)

Drive Count

Days from issuing tickets
to replacing drives

Last Name




Proactive Removal Results

ACTUAL DEPLOYMENT RESULTS
* Unplanned failure rate dropped from P% to P/2%

Multiple drive outages before and after ML deployment

ML deployed
| | ‘I l 11 I I

2{}13 2313 2018 2018 2019 2009 2019 2019 2020 2020 2020 2020 2021 2021 2021 2021 2022 2022 2022
Q3 04 Q1 402 Q3 04 Q1 @2 a3 Q4 Mm Q3 Q4 Q1 a2 a3

* Annual replacement cost savings for company

0,
P% ~N drives pulled per month with statistical

approach based on single sensor threshold

~N/10 drives pulled per month with ML

torage systems outages per quarter
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1 vear drive failure rate

\K; Proactive Removal Results

» Underlying quality issues still exist
« ML can detect and remove them months ahead of failure

JAN
71\

COVID stoppage

5 months lead time

Proactive pull restart

4f1f2820 5/1/2028 6/1/20828 1/1/2028 8/1/2828 9/1/2828 16/1/20820 11/1/2020 12/1/2828 2/1/202 4f/1/2021
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running_by_date
B Percent_running_by_date (right)

weekly remaining non-failed drives

Decrease in the number of functioning drives, with an overall reduction of
validating the accuracy of our predictive model.
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First of quarter prediction

\\;\) QUANTIEYING QUARTERLY FAILURE

O Current quarter

_ Q1: Number of failed drives
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE estimated with 96%

\ prediction accuracy
Previous quarter

| Q2: Number of failed drives
menmmneseed] estimated with 95%

2 quarters ago prediction accuracy
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SSD FAILURE PREDICTION

Detection rate

Roc Curve (Test data)
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Early stage of deployment
Similar prediction performance like HDD
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Key Features
44% Voltage

40% Temperature
5% Current

5% Power

3% activity
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True Positive Rate
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\K; Voltage Regulator Failure Prediction

Receiver Operating Characteristic

100% activity only
<10 days lead time

— AUC = 0.97
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False Positive Rate
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Inage

uture ge by the platforms

themselves

©)  * Beyond hardware failure prediction , software and security failure prediction
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