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A Few Examples of Recent LLM EDA Work
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SeaScape Platform

• Power Noise and Reliability analyses 
framework for SoC/3DIC

• Main components of SeaScape Infra are 
Database, Scheduler, Python Interface 
and GUI

• Elastic Compute and big data analytics

• ML Support
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MapReduce 

• The input data is split into smaller chunks

• On each of the smaller data chunks an 
operation Map is applied. This is 
parallelized. 

• The above operation provides 
intermediate results.

• The intermediate results are combined 
and is called as Reduce operation.

• A final result is generated as the last 
step.
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Methods

Fine Tuning

LLM-Based Code Generation: Benchmarking and Methods

Benchmarking
❑ HumanEval is the most widely recognized benchmark for 

code generation (164 handwritten programming 
problems with unit tests)

❑ MultiPL-E is HumanEval with 18 programming languages
❑ HumanEval-X is 820 high-quality human written code 

problems
❑ Proprietary benchmarks

❑ Natural2Code (Google)
❑ TestGen-LLM (Meta)

❑ Base Models such as GPT-4, Code Llama, 
Mistral directly used for code generation

❑ Fine-tuning can be performed for domain 
specific application

❑ Several methodologies can be applied to 
augment code generation capabilities of 
LLMs

Base 
Models
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Methods for LLM-Based Code Generation 

Data Retrieval Methods Reasoning Methods Decision-Making Methods

• Plan and execute
• Chain-of-Thought
• Tree of Thoughts
• Reasoning via Planning

• Similarity search
• Data Chunking 
• Hierarchical indices
• Fusion retrieval

• ReAct
• Reflection
• Corrective
• Iterative

Combination of above methods
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RAG Framework

query

response

Data Retrieval Method
Splits

User

Embedding 
model

Embedding 
model

Vector Store

LLM

Semantic Search

Documents



9 ©2024 ANSYS, Inc. 

Self-Reflection for Code Generation
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RedHawk-SC Code Generation
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Flowchart - Proposed Methods

Data:
• RedHawk-SC Documents, Scripts
• MapReduce Documents

Y. Lin, A. Kumar, N. Chang, W. Zhang, M. Zakir, R. Apte, H. He, C. Wang, J. Roger Jang, ISLAD 2024, Novel Preprocessing Technique for Data Embedding in 
Engineering Code Generation Using Large Language Model. 
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Evaluation – Ansys RedHawk-SC Code Generation Arena

182 votes from 28 experts

Randomly Choose One of Our 20 User 
Requirements (Test Cases)
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Evaluation – Ansys RedHawk-SC Code Generation Arena
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EDA Platform Copilot Vision
 RHSC As An Example
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LLM Agents Architecture

Source: 
https://www.llamaindex.ai/

▪ Provide response
▪ Perform specific tasks 
▪ Work collaboratively 
▪ Use tools
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RHSC Copilot Goals

• Enhancing productivity and efficiency

- Examples: answering a query on tool usage, commands, general 
guidelines 

• Automating tasks on SC

- Examples: Automatically performing a high-level task described in 
natural language by breaking it down into smaller sub-tasks and 
invoking the relevant APIs, MapReduce code generation. 

• Intuitive Assistance

- Examples: Suggesting a correction in the script, suggesting next 
steps, providing a feedback on the results, filling in the skills gaps

• Optimization Tasks

- Optimization at various levels

Operational Modalities
▪ Chat – Answer questions about the tool, product 

etc. 
▪ Assistance: Generate Text-to-Code, help with 

completing tasks efficiently, fill in the skills-gaps
▪ Automation (agents-based): Planning and reason 

based and capability to react to the environment, 
decide which APIs to use, perform tasks in 
multiple steps.

▪ Debugging and Analysis  
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RHSC Copilot Components

Task Orchestration with Planning and Reasoning (Agent Based)

RHSC APIs RHSC Data

Models Embedded RHSC 
Knowledge base Tool Plugins Workflows

Chat Assistance Automation

Copilot 
Engine

User 
Interface

RHSC 
Application

Guardrails

Debugging
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Components Description

User Interface
• Enables the user to interact 

with the RHSC copilot
• Interfaces embedded at 

multiple places across the 
platform in an intuitive fashion

 

RHSC APIs and Data
• APIs provided by RHSC which can 

be used in the current context 
• Data generated by the current 

simulation and input data 
provided by the user, including 
design data

Task Orchestration
• Planning and reasoning agents
• Determines how to respond to a 

query or perform tasks
• Can react to the environment 

feedbacks
• Can use multiple models and tools 

to perform a task

Models
• Refers to the set of LLMs
• May be composed of multiple LLMs 

each suited for specific tasks 
• The models will act agents and work 

cooperatively in a multi-agent 
system 

Knowledge Sources and Tool Plugins
• Embedded and indexed RHSC 

documents and wiki
• Example documented and 

commented code scripts
• RHSC API plugins
• Plugins for accessing RHSC simulation 

data

Workflows and Guardrails
• Workflow recipes such as early grid 

analysis, EM/IR, Ramp Up analysis, 
sigmaAV, CPM, PFSC

• Generates a guided step by step 
instruction

• Guardrails for grounding the 
responses to the RHSC application 
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Example Agent-Based RHSC Copilot Architecture

User 
Interface Router 

Agent
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CodeGen

Debug
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final response
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Building Individual Agents with Agent Patterns

Planning Agent

Generate Tasks Execution Agent

Verification/ 
Replan Agent

response

user request

Agent Patterns
▪ Collaboration
▪ Reflection
▪ …other patterns

SigmaAV Agent

Custom Prompt 
Templates

Knowledge DB (VectorDB, 
Knowledge Graph)

Agent Pattern #1 Agent Pattern #2 Agent Pattern #k

….

Custom Tools
RHSC APIs

 RHSC Sim Data

Plan and Execute  
Agent Pattern
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Sample Response – Debug Assistant

FATAL<DIS.999> No communication socket to file service at 10.50.68.172 from workpony121 [Socket error: retry_count 30 for /volume/xt-
wk30/alokpandey/bump_def/xt_macsec_ptoc_wrapper/redhawk_sc/static_bump/db_common/dv0::settings(Cannot connect main socket (Connection refused))].

QUESTION: Can you provide the logs for all workers that have tried to access the file 
'dv0::settings' or any file on the host with IP 10.50.68.172 during the time frame of 
10:45 to 10:50?
THOUGHT: This will help us determine if the issue is specific to Worker7 or if it's a broader issue affecting other workers 
as well. If other workers are also unable to access files on the same host, it could indicate a problem with the host or its 
file service. If other workers are able to access the file, it could indicate a problem specific to Worker7.

QUESTION: Can you provide the logs for all workers on the host with IP 10.50.68.172 
(workpony170) during the time frame of 10:45 to 10:50?
THOUGHT: This will help us determine if the issue is specific to the file service on host workpony170. If workers on the same 
host are also unable to access files, it could indicate a problem with the file service on that host. If workers on the same 
host are able to access files, it could indicate a problem with the network connection between hosts.

{   "start_time": "10:44:00",
  "end_time": "10:51:00",
  "hosts": ["10.50.68.172", "workpony170"] }

{   "start_time": "10:44:00",
  "end_time": "10:51:00",
  "keywords": ["dv0::settings", "10.50.68.172"],
  "workers": [] }

FINAL_ANSWER: 
Based on the logs, the issue seems to be with the network connection between the hosts workpony121, workpony171 and the host 
host170 (IP 10.50.68.172). Multiple workers (Worker5, Worker6, Worker7, Worker8, Worker13, Worker14, Worker15) from the hosts 
workpony121 and workpony171 are unable to connect to the file service at IP 10.50.68.172 to access the file 'dv0::settings'. 
They are all receiving the error "Cannot connect main socket (Connection refused)". However, workers on the host workpony170 
itself are not reporting any issues, suggesting that the file service on this host is functioning correctly. Therefore, the 
issue is likely due to a network problem between these hosts.
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Opportunities and Challenges for EDA Copilots

Opportunities

• Intuitive natural language interface for the user

• Automation of commonly used workflows

• Debugging assistance in EDA tools

• Assist in results analyses and interpretation

• Providing suggestions on next steps in the EDA tool

• Enable and assist optimization workflows

• Provide guardrails for the users against mistakes

• Can be highly customized for specific EDA tasks

- Specific personas

  

Challenges

• Compute costs associated with LLMs usage

- Fine-tuning and usage

• Lack of high-quality and volume of training/context data in 
EDA domain

• Hallucinations 

• Lack of specialized semiconductor/EDA domain knowledge in 
off-the-shelf models

• Evaluation metrics for generated responses

• Deployment challenges, cloud vs on-prem 

- Data privacy issues

• Trust in LLMs 

- Accuracy, robustness, privacy, safety, ethics ….
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Summary

• Agentic LLM frameworks can simplify complex tasks on EDA platforms

- Improved productivity and user experience

- Help with debug and results analyses

- Reduce errors in setup 

• Smaller LLMs can be more easily fine-tuned for specific roles enabling

• Emerging multimodal models and frameworks can be effectively used for EDA domain applications

• Several challenges need to be addressed carefully while developing LLM based EDA solutions
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